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Keynote Speakers 

 

Des Higgins, PhD - Making and using extremely large multiple sequence alignments. 

Short Bio: Des Higgins is professor of Bioinformatics in University College Dublin, Ireland and has been 
working on sequence alignment and molecular evolution since the mid 1980s. He originated the widely 
used Clustal package and continues to develop and maintain multiple sequence alignment algorithms 
and software. He also works on the analysis of high throughput genomics data, especially in the 
application of multivariate analysis methods for data integration. He has published more than 130 peer-
reviewed articles in bioinformatics, sequence alignment and genomics with an h-index of 54. 

 

Christopher E. Mason, PhD - Leveraging short and long reads for optimal RNA-Sequencing with 

CAMDA data set #1. 

Short Bio: Dr. Mason founded his laboratory as an assistant professor at Weill Cornell Medical College in 

the Department of Physiology and Biophysics and at the Institute for Computational Biomedicine. 

Professor Mason also holds an appointment in the Tri-Institutional Program on Computational Biology 

and Medicine between Cornell, Memorial Sloan-Kettering Cancer Center and Rockefeller University and 

he also has an appointment at the Weill Cornell Cancer Center and the Brain and Mind Research 

Institute. In 2013, he won the Hirschl-Weill-Caulier Career Scientist Award. In 2014, he won the Vallee 

Foundation Young Investigator Award, the CDC Honor Award for Standardization of Clinical Testing, and 

he was just named as one of the “Brilliant Ten” Scientists in the world by Popular Science magazine.  
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Prognostic value of cross-omics screening for cancer survival 
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Prognostic value of cross-omics screening for cancer survival  
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Switzerland 
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Introduction 

Large-scale molecular profiling of cancers offers a great potential to advance our understanding of 
the development and progression of this disease. Systematic cancer genomics projects, like The 
Cancer Genome Atlas (TCGA) and International Cancer Genome Consortium (ICGC), have applied 
high-throughput genome analysis techniques to generate genomics, transcriptomics, epigenomics and 
clinical data for several cancers. These data can be informative for multiple aspects ranging from 
discovering of new markers for more accurate cancer diagnosis and prognosis, to development of 
new therapeutics and personalized treatments.   

The overall goal of our study, as a response to one of the CAMDA 2015 Challenges, is to gain novel 
biological insights into three less well studied cancers: Lung Adenocarcinoma (LUAD), Kidney 
Renal Clear Cell Carcinoma (KIRC) and Head and Neck Squamous Cell Carcinoma (HNSC). We 
performed a systematic analysis of genome-wide molecular datasets provided from the ICGC Data 
Portal (miRNA, mRNA and protein expression, somatic copy-number variation (CNV) and DNA 
methylation profiles) to investigate underlying mechanisms of cancer initiation and progression. 
Cancer is an extremely complex disease and it is of no surprise that previous genomics analyses have 
revealed extensive tumor heterogeneity1. As consequence, the identification of molecular signatures 
from genomics analyses that can give accurate prediction and prognosis of response to therapy is still 
a major challenge. In the last few years, extensive efforts have been made to incorporate diverse 
molecular information for better prognosis and treatment plans2,3. However, due to the high cost of 
large-scale molecular profiling, in practice clinicians are mainly focusing on a small number of 
selected genes or are using only single-platform genomic data. Therefore, with our study we want to 
understand how and to what extent different molecular profiling data can be useful in cancer 
diagnosis and prognosis. Using miRNA and mRNA expression, somatic copy-number variation, 
DNA methylation and somatic mutation profiles we have identified genes that are frequently altered 
in each of the selected cancers and are linked to patient survival. Some of the biological markers that 
we identified have already been reported in previous studies, but few of them are yet to be examined. 
In addition, we assessed which of the molecular dataset, as a standalone platform is the most 
informative for patient diagnostic and survival prediction.  
 

Results 

Molecular signatures for discrimination between normal and cancer tissues 

First, we were interested in finding molecular signatures that can discriminate neoplastic from normal 
tissue in the selected cancer cohorts. For this purpose, we used a classification approach based on 
LASSO regression model4. In this analysis. only molecular data from normal tissue that is adjacent to 
primary tumor was used; the molecular data from blood derived normal tissue was not considered in 
order to avoid building models based on genes that can discriminate between blood and the 
corresponding solid tissue (lung, kidney or head/neck). The classification performance of the selected 
models was measured using the AUC (“Area Under Curve”) statistic, which can be interpreted as a 
probability that the classifier will assign a higher score to a randomly chosen positive example than 
to a randomly chosen negative example5. The AUCs values of the selected models for discrimination 
between normal and cancer populations range from 0.95 – 1.00 (see Table 1). Almost perfect 
performance can be reached easily, which suggest that there are radical molecular changes in 



cancerous cells compared to normal cells. Interestingly, the best (and perfect) classifier performance 
was achieved based on DNA methylation data for the LUAD and KIRC cohorts (Table 1). It is a 
well-known fact that DNA methylation can alter the expression of genes and several recent studies 
have shown that it also plays a crucial role in the development of nearly all types of cancer6,7. In the 
HNSC cohort, miRNA and mRNA expression data had equal performance with DNA methylation 
data in discriminating between normal and cancer tissue. With CNV data, we observed the worst 
performance in each cancer cohort. 

Building a model that can discriminate whether a sample comes from a tumor that will go into 
remission or from one that will progress until the donor’s death has proven to be a much more 
difficult task. For this task the above approach based on LASSO regression gave poor prognostic 
results (AUC values in range 0.5 – 0.76).  

Cancer Type Analyzed Data AUC Number of Selected 
Features 

Lung Adenocarcinoma 

miRNA expression 0.98 16 
mRNA expression 0.99 24 

CNV 0.95 64 
DNA Methylation 1.00 30 

Kidney Renal Clear Cell Carcinoma 

miRNA expression 0.97 12 
mRNA expression 0.98 36 

CNV 0.98 76 
DNA Methylation 1 120 

Head and Neck Squamous Cell 
Carcinoma 

miRNA expression 0.99 29 
mRNA expression 0.99 33 

CNV 0.93 66 
DNA Methylation 0.99 23 

Table 1. Classification performance of the supervised learning models for discrimination between normal and cancer 
tissues 
 
 
Molecular biomarkers associated with overall patient survival  

To identify molecular signatures linked to patient survival for each cancer cohort, we asked whether 
low or high levels of a particular measured entity (expression, CNV or methylation) are significantly 
correlated with patients overall survival. In particular, in each cancer cohort, for a given miRNA, 
mRNA, protein, CNV and methylation probe, we separated the patients into quartiles based on the 
measured levels of the particular entity (miRNA/mRNA/protein expression, CNV or methylation 
values respectively). Then, using a log-rank statistical test we compared the overall survival of the 
patient group characterized by low levels of the particular measured entity (ie. values below the first 
quartile) to the survival of the patient group with high levels of that particular measured entity 
(values above the third quartile) (see Figure 1). The patients were split into training and validation 
sets and all statistical tests were conveyed on the training datasets. Based on this “quartile” approach, 
we could identify miRNAs, protein-coding genes, CNV and methylation probes whose extreme 
measured values were statistically linked to overall patients survival (p-value of log-rank test < 0.05). 
For further analyses, we kept only those that were significantly associated to the overall survival also 
in the validation dataset. Next, in each molecular dataset we clustered the selected genes/probes from 
the “quartile” test using non-negative matrix factorization8 and selected best representatives from 
each cluster. To build prognosis models for each molecular dataset and each cancer cohort, we 
performed a multivariate Cox regression9 on the selected genes/probes. For each signature, 
coefficients from a multivariate Cox regression analysis on the training cohort were used to compute 
a risk on the validation cohort. The accuracy of the prognosis methods was assessed through a 
concordance index, which is a non-parametric measure that quantifies the fraction of pairs of patients 
whose predicted survival times are correctly ordered among all pairs that can actually be ordered10. 
The best performing models for each cancer cohort are shown in Table 2. Using only 3 or 4 
genes/probes from each molecular dataset, we could achieve concordance correlation coefficient 
greater than 0.7 in the validation cohorts (see the red bars on Figure 2). 
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Figure 1. Quartile-based selection of features associated to overall survival. A) Differences in the survival probability 
between patients with high expression values of “hsa-mir-181c” (>Q3) and patients with low expression values (<Q1). B) 
Differences in the survival probability between patients with high methylation values (>Q3) of the “cg21954994” 
methylation probe and patients with low methylation values (<Q1). 

Cancer Type Analyzed Data 
Survival 

Concordance 
Index 

Molecular Signatures for Survival Prognosis 

Lung 
Adenocarcinoma 

miRNA expression 0.70 hsa-mir-23b; hsa-mir-181c; hsa-mir-1976 
mRNA expression 0.71 ATP8A2; FOXM1; LCN10 

CNV 0.57 HP1BP3; MLLT3; GDPD3; RP11-778D9.13 
Methylation 0.73 cg06602857; cg21954994; cg19213569 

Kidney Renal 
Clear Cell 
Carcinoma 

miRNA expression 0.72 hsa-mir-21; hsa-mir-183; hsa-mir-3942; hsa-let-7b 
mRNA expression 0.69 BARX1; ITPKA; NKX2-5 

CNV 0.65 IFNA5; CDKN2A; RP11-399D6.2 
Methylation 0.77 cg09635053; cg14898260; cg23368159 

Head and Neck 
Squamous Cell 

Carcinoma 

miRNA expression 0.68 hsa-mir-520g; hsa-mir-29b-1; hsa-mir-144; hsa-mir-137 
mRNA expression 0.64 AQP5; CAMKV; SNAP25 

CNV 0.52 RP11-419C19.2; HOXD3; BRIX1 
Methylation 0.67 cg14526044; cg15716405; cg17720011; cg12042587 

 
Table 2. Molecular signatures for cancer survival prognosis and their performance on the validation datasets for each 
cancer cohort. 

Next, we wanted to test whether the molecular profiles that are distinctive for normal and cancer 
tissues are also correlated with patient survival. Using the selected genes/probes from the normal vs 
cancer tissue classification, we built multivariate Cox regression prognostic models and assessed 
their prediction performance through a concordance index (green bars on Figure 2). Our results show 
that even though one can well discriminate between normal and cancer tissues using selected 
features, the same features are not necessarily good survival predictors. In fact, only very few genes 
selected from the normal vs cancer classification appear to be predictive for survival. For example, 
the miRNA “hsa-mir-21”, an "oncomir” associated with a wide variety of cancers11, is predictive for 
survival in KIRC cohort, but it is also selected as a discriminatory feature in the normal vs cancer 
tissue prediction in the KIRC and LUAD cohorts.  

To further assess the power of our selected molecular signatures, we built multivariate Cox 
regression prognostic models using randomly selected genes/probes. Figure 2 shows that our 
prognostic markers selected from the different molecular datasets (miRNA, mRNA, CNV, 
methylation) are largely superior to randomly chosen genes/probes in the three cancer cohorts.  

We extended the analyses to include survival prediction based on somatic mutations profiles (SNP 
data), which we obtained from the TCGA Data Portal. For each gene we split the patients into two 
groups: patients having a somatic mutation in that particular gene, and patients with no somatic 



mutations in that gene. If the difference in survival between the two patient groups is significant 
(p<0.01), we included the corresponding gene in the multivariate Cox model. Again we split the set 
of patients on training and validation sets. The Cox model built on the training set was used to predict 
the survival on the validation dataset. For each particular gene, we required that at least 10 patients 
have a mutation in that gene. The survival prognosis signatures from SNPs data were superior over 
the signatures from the other datasets in LUAD and HNSC cohorts. Only in the KIRC cohort the 
signature from the methylation data gave the best performance. Next, we integrated the prediction 
signatures from the different “-omics” data together with clinical variables (donor age, sex and donor 
icd10 diagnosis) to build a “multi-omics” Cox survival prediction model.  The addition of variables 
into the model was assessed through a forward model selection procedure (Aikake information 
criterion) combined with a Cox regression. However, the prognostic performance of this “multi-
omics” prediction model has not improved.   

Figure 2. Performance assessment of several prognosis signatures on the validation datasets in A) Lung Adenocarcinoma, 
B) Kidney Renal Clear Cell Carcinoma and C) Head and Neck Squamous Cell Carcinoma. Red: Survival prognostic 
using molecular signatures listed in Table 2. Green: Survival prognostic using molecular signatures from normal-cancer 
classification. Orange: Survival prognostic using randomly chosen molecular data.  

Discussion 

In this work we evaluated patient survival prediction from different molecular data types and 
described potential prognostic signatures across three cancer types. Currently, only a few gene 
expression signatures are routinely used in the clinical practice for these three cancers12. In LUAD 
and HNSC cancer cohorts, somatic mutation profiles (SNP data) appear to be the most informative 
resources for prognostics, while DNA methylation profiles are the most informative in the KIRC 
cohort. Using a quartile-based selection we identified features that are prognostic for at least a subset 
of patients. This approach inherently supports heterogeneity, in contrast to classification methods. 
Some of the prognostic signatures that we identified are well studied in the literature: eg. the FOXM1 
gene has been shown to promote tumor metastasis in non-small cell lung cancer patients and is 
associated with chemotherapy resistance13,14. But we also identified prognostic signatures that have 
not been reported as linked to cancer progression. For example, the gene ATP8A2, member of 
aminophospholipid transporter family, is associated with several diseases, but not with cancer. 
However, another gene from the same family, ATP11A, was recently identified as a predictive 
marker for metastasis in colorectal cancer15.  

The fact that we can relatively easily discriminate normal from tumor tissue suggests that cancer 
consistently alters the molecular machinery.  However, cancer malignancy is heterogeneously 



defined within cancer type, and as a consequence molecular signatures do not perfectly predict 
survival. Different molecular data types have different predictive values in cancer types, which 
suggests that cancer malignancy relies on different mechanisms across cancers. Our analyses do not 
necessarily identify the cancer causal changes; they rather identify molecular markers that are 
affected by causal changes and are associated with survival. They offer new prospects for further 
investigations of cancer pathogenesis.  

Methods 
Data 
We used preprocessed mRNA expression (mRNA-seq), miRNA expression, protein expression, 
somatic CNV (all them downloaded from the ICGC Data Portal, release 17) and DNA methylation 
data (ICGC, release 18). The LUAD dataset contains molecular profiles of 473 patients, KIRC 
dataset contains molecular profiles of 515 patients, and HNSC 422 patients. The data comes from 3 
tissue types: primary tumor solid tissue, normal tissue adjacent to primary and normal blood derived 
tissue.  Expression data are the most commonly and consistently available ICGC data type. Training 
and validation sets were created from each cancer cohort in a ratio 2:1, meaning that two-thirds of the 
corresponding data set was used for building the models and one-third of it for validating the 
models. No bias in tumor stage, age, overall survival, or gender distribution was observed between 
the training and validation sets.  
 
Identification of prognostic signatures 

For each molecular profile (i.e. for each miRNA, mRNA and protein) in the training dataset two 
groups of patients were constructed based on expression levels of the miRNA, mRNA or protein 
respectively: lower than the 25% quartile and higher than the 75% quartile. A log-rank test was then 
applied to determine if the difference in terms of overall survival between the two groups was 
significant (p-value < 0.05). Clustering of significant survival-associated genes (probes) was 
performed through a non-negative matrix factorization (NMF) with ranks tested from 2 to 6. 
Representative genes (probes) for each cluster were selected based on their basis coefficient. All 
possible combinations of representative genes (probes), such that to have only one representative per 
cluster, were tested to obtain the signature. A multivariate Cox regression analysis on miRNA 
expression values was used to compute a risk for each combination. For each signature, coefficients 
from a multivariate Cox regression analysis on the training cohort were used to compute a risk on the 
validation cohort. Performance was assessed through a concordance index (c-index). To test the 
significance of a particular molecular signature, we selected random genes (probes) from the ICGC 
datasets and trained a Cox model using these genes (probes).  The number of the randomly selected 
genes in each test was equal to the size of the particular molecular signature. Sampling was 
performed over 1000 iterations to obtain an average C-index and its standard deviation.  
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Abstract 

The acquisition of the cancer phenotype is a process largely dominated by changes in 

cell signalling that can hardly be interpreted as the consequence of isolated changes in 

gene activity but rather as the results of complex interactions among these. Here we 

propose the use of a transformation of individual gene expression data into numerical 

descriptors of signalling pathway activities that are further used to understand the 

evolution of the disease across the different tumour grades. We have studied the clear 

cell renal cell carcinoma (ccRCC) data from the ICGC Cancer Genome Consortium 

Challenge.  

  

Introduction 

Complex traits, including most diseases, are associated with complex changes in 

biological pathways rather than being the direct consequence of single gene alterations. 

In particular, the hallmarks of cancer, which include sustaining proliferative signalling, 

evading growth suppressors, resisting cell death, enabling replicative immortality, 

inducing angiogenesis, and activating invasion and metastasis [1] are all directly or 

indirectly related to pathologically altered signalling processes. The idea of using the 

information contained in different biological pathways to understand complex traits, such 

as diseases, is recently gaining acceptance [2]. Signaling pathways provide a formal 

representation of the processes by which the cell triggers actions in response to stimulus 

through a network of intermediate gene products that configure signaling circuits. 

Interestingly, such circuits can directly be related to cell functionalities. Recently some 

methods have developed that focus particularly on the estimation of the activity of these 

stimulus-response signaling circuits from gene expression data [3, 4]. Here we show 

how to use gene expression values in the context of signaling circuits to understand the 

molecular mechanisms underlying the evolution of tumor grade and tumor stage.   

 



Method 

We evaluated the pathological signal transduction changes in ccRCC by analysing the 

TCGA ccRCC samples (https://dcc.icgc.org/repository/release_18/Projects/KIRC-US) [5] 

over a set of selected previously cancer related pathways that includes PI(3)K/AKT and 

mTOR signalling pathways taken from KEGG. The pathways are decomposed into 

elementary signalling circuits that connect receptor proteins with effector proteins, 

whose mission in the cell is triggering functional responses to the stimuli received by the 

receptors (see [4] for details). Activation-inactivation relationships between nodes 

(proteins) along the circuits enabled us to use a graph traversal methodology for 

updating signal intensity at each visited node and finally computing a global value of 

signal transduction for the circuit (thereinafter signalling circuit activity or SCA).  

Both tumour grade (TG) and tumour stage (TS) status per sample were obtained from 

clinical data from the ccRCC page. Patients were stratified according to their status (TG 

and TS) and normal samples were grouped into a single initial state (s0). Then, a 

chronogram with the precise sequence of pathologic events that occurs after reaching 

each tumour status was reconstructed by comparing SCA at each stage or grade 

against all the precedent ones (eg. G3 against G2, G1 and G0). Here we focused only 

into monotonically increasing or decreasing behaviours and only significant differences 

were reported.  

 

Results and discussion 

When samples are clustered on the basis of their SCA patterns a clear separation 

between cases and controls is observed (Figure 1) which provides an initial evidence of 

the relationship of these values to the biological progression of cancer. 

 
Figure 1. Hierarchical clustering of SCA values. Normal samples are coloured in 
blue and cases in red 



When the SCA values are compared across tumour developmental phases, several 

systematic activations or deactivations of signalling circuits across TGs and TSs is 

observed. 

 

 

 
Figure 2: Evolution of SCA values corresponding to different circuits with progressive behaviour. 
Upregulated circuit/grades (left) and circuit/stages (right) are coloured in red, and downregulated in blue. 
The different red/blue intensities describe an increase in up/down regulation in late cancer phases. 

 

Interestingly, activated and deactivated functions triggered by signalling circuits have a 

direct relationship to cancer progression. Thus, biological processes such as cell cycle, 

survival, angiogenesis, proliferation, antiapoptosis or cell survival are systematically 

activated as TG and TS progresses. On the other hand, protein synthesis, metabolism, 

glucose homeostasis and, in general, differentiation processes are inhibited, as 

expected from the indiferentiation process that occurs in cancer. Other functions, like 

cell adhesion are also deactivated, favouring thus invasion and metastasis.  




































































































